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Overview

Motivation: Question Answering as a natural language interface to Visually-Rich Documents

Objective: Construct a multi-faceted dataset to foster research on generic Document Understanding

• Handle complexity and variety of real-world documents and subtasks

• Generalization to any documents and any questions

• Empirically question the applicability of LLMs (?) to Document Understanding

Approach: DocVQA task paradigm & learning paradigm of Multi-Domain Long-Tailed Recognition

• Incentivize questions on visual/layout semantics, layout navigation and multi-step reasoning

• Organically obtain questions relevant to the document type and instances
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Future Work

Comparing to existing datasets

Document diversity

Evaluation methodology

Diagnostic metadata

Task description

DUDE      collects +40K QA pairs for +5K documents 

multi-page (µ=6 pages)

multi-source (archive, wikimedia, documentcloud)

multi-domain (+15 industries)

multi-type (+- 200 document types)

multi-QA (extractive, abstractive, list, non-answerable)

multi-origin (1860-2022)

→ Multi-stage annotation process with freelancers and qualified linguists

→ Three OCR versions provided (Tesseract – Azure – AWS)

Summary

I. Generative = must

II. Strong performance of LLMs

III. Stronger performance by 

models 

  +layout understanding  

  ++longer sequence length

SOTA ANLS < 50% !

Diagnostic categories with

visual evidence

reasoning operations

Baselines lagging far 

behind human baseline

• Area-Under-Risk-Coverage Curve 

• Selective QA as confidence 
ranking

• Diagnostic annotations 

• Quantify human non-expert 
performance with ANLS 

• Expected Calibration Error

• Top-1 prediction miscalibration

• ANLS thresholding discretization

• Average Normalized Levenshtein
Similarity

• Modified for NA & lists

ANLS ECE

AURC
Human 
baseline

What are the first two behavioral and 

intellectual disabilities of people with FASDs? 

GT: Learning disabilities | Hyperactivity

hyperactivity | speech and language delays

0.9298765

Provide:

• Natural language answer

• Answer Confidence 

Given:

• Natural language question 
(on content, aspect, form, 

visuals, layout)

• Input document

• A set of reference answers

Qualitative examples

1. Text-only – encoder

BERT, Longformer, BigBird

2. Text-only – +decoder

T5, GPT3-Davinci, ChatGPT

3. Text+Layout – +decoder

T5-2D (512 → 8192) 

4. Text+Layout+Vision

LayoutLMv3, HiVT5

Dataset extensions:
• multilingual documents and cross-lingual questions

• answer grounding annotations and question decomposition

Confidence estimation, calibration and selective generation for DocVQA

Need for better evaluation metrics than ANLS over multiple references
• e.g., taking semantic equivalence into account (it’s Paris == the capital of France) 

Investigate solutions for efficient processing of long, structured documents

Q: What is the handwritten 
date on page 1??

Q: Which states don’t have 
any marijuana laws?

Q: What is the 
difference between 
how much 
Operator II and 
Operator III makes 
per hour?

Handwritten evidence

Requires arithmetic

Multi-hop visual evidence

Abstract artifacts

Q: Is there any redacted 
section on the document?
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